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A B S T R A C T 

Objective: The objective of the article is to identify the determinants of the EU countries’ 

sovereign credit ratings with a particular focus on the impact of the euro area crisis. 

Research Design & Methods: The study is conducted for the 28 EU countries for the 

years 2004-2018. The research period is later divided into pre-crisis, crisis, and post-

crisis subperiods. The frequency of data is yearly, and panel error correction model 

is used as the main research method. 

Findings: The study shows that the role of individual credit rating determinants differed 

in the distinguished subperiods. In particular, the condition of the banking sector seems 

to have gained in importance after the outbreak of the euro area crisis and remained 

high in the post-crisis years. At the same time, the status of being a euro area member, 

which negatively affected countries’ ratings during the crisis, switched again to positive 

in the post-crisis period. Its effect is however much weaker than before 2008. 

Implications & Recommendations: EU/euro area countries should continue reforms 

aimed at weakening negative feedback loops between banks and sovereigns. Based 

solely on the rating criterion, it seems that non-euro area EU members are not neces-

sarily better off staying on the side-lines of the European integration process. 

Contribution & Value Added: The study extends the literature on the determinants of 

sovereign credit ratings by showing how the role of individual factors might change 

depending on varying economic conditions, and by taking into account the specific con-

text of the euro area crisis. 
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INTRODUCTION 

Sovereign credit ratings are used as measures of countries’ ability and willingness to pay 

their debt obligations in full and on time. These assessments, which are provided by 

credit rating agencies (CRAs), have gained in importance over the past few decades due 

to financial integration and globalization of capital markets. Countries care about the 

best possible ratings as they largely determine the terms and extent of these countries’ 

access to international financial markets. Moreover, the sovereign credit rating consti-

tutes the benchmark for ratings given to various domestic entities such as banks and 

companies. This sovereign ceiling policy, as it is described in literature, has been found 

to be still applicable, especially towards emerging countries and distressed advanced 

economies, despite CRAs’ declarations of its abolishment (cf. Luitel, Vanpée, & De Moor, 

2016). Finally, sovereign credit ratings are closely monitored by institutional investors, 

and in particular those that are legally bound to take into account the quality of assets 

when constructing investment portfolios. 

In their assessments, CRAs use a wide set of quantitative and qualitative variables re-

lating to different categories of sovereign credit risk (macroeconomic, institutional, politi-

cal, etc.). And although these factors are revealed, the rating process still lacks transpar-

ency. In particular, there is no concrete knowledge of weights assigned to individual vari-

ables, nor their possible variability due to, for example, countries assessed (e.g. developed 

vs. developing economies) or prevailing economic conditions (e.g. crisis vs. non-crisis situ-

ation). Moreover, the final decisions on credit ratings might differ from what is implied by 

quantitative and qualitative analyses as they are subject to judgmental adjustments of 

credit rating committees (De Moor, Luitel, Sercu, & Vanpée, 2018). Hence, numerous stud-

ies aim to identify and model the determinants of sovereign credit ratings. 

This paper aims to identify the determinants of sovereign credit ratings of European Un-

ion (EU) countries, with a particular focus on the impact of the euro area crisis. The panel 

error correction model is used as the main research method. This study contributes to the 

existing literature in at least three ways, with a common denominator that is strongly em-

bedded in the European context. First, next to economic and political aspects, which are tra-

ditionally considered in studies of this nature, the set of explanatory variables includes a fac-

tor reflecting the condition of a banking sector. This approach seems justified given the size 

and importance of the EU banking sector and the fallout of the euro area crisis, which was 

characterised by a negative feedback loop between banks and sovereigns. Surprisingly, the 

role of risk transfer from banks to sovereigns in shaping the latter’s rating scores has been 

little explored, with only a handful of analyses solely devoted to EU economies. Taking the 

European perspective, this study gives particular attention to the level of non-performing 

loans (NPLs) as a measure of banking sector risk. The problem of NPLs was particularly acute 

in the euro area, so much so that its addressing was flagged as “one of the key priorities for 

ECB Banking Supervision since its inception,” having been recognised as “critical to restoring 

confidence in the euro area banking system and the wider economy” (ECB, 2019). 

Second, this study takes into account the specific course of the crisis in the European 

Economic and Monetary Union (EMU), which differed in comparison to the one observed in 

the United States and other parts of the world. More specifically, three subperiods are ana-
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lysed: pre-crisis (2004-2007), crisis (2008-2012), and post-crisis (2013-2018). The demarca-

tion between the last two is the most distinctive as it relates to the European Central Bank’s 

(ECB) acceptance of the role of lender of last resort in the second half of 2012 and the con-

sequent reduction in stress in the EMU. By focusing on this periodization, this study will de-

termine if and how the role of individual rating drivers changed under diverse economic con-

ditions along with the changing architecture of the EU/euro area financial safety net. 

Third, this study addresses the status of (non-)euro area members as an important 

determinant of the rating assessments of the EU countries. The findings offered by this 

study will add fresh insight to the existing literature on the costs and benefits of joining 

a common currency area such as the EMU. Research into this effort was initiated by 

Reusens and Croux (2017), who provide evidence that the effect of Eurozone member-

ship switched from positive to negative after the outbreak of European debt crisis in 

2009. This study aims to investigate whether there was another change after 2012 when 

the tensions in the EMU largely receded and the EU/euro area financial safety net un-

derwent many changes related to its pre-crisis shape. 

This paper is structured as follows. The introduction precedes a review of the liter-

ature on the determinants of sovereign credit ratings. The next section describes the 

data and explains the methodology used. Then, the empirical results are discussed and 

some political implications are offered. The main findings of the study are summarised 

in the concluding section. 

LITERATURE REVIEW 

There are a large number of studies that have aimed to identify the determinants of 

a country’s credit rating. Different factors have been found to play a role depending on 

countries and time periods considered as well as estimation methods used. A chronologi-

cal overview of existing literature allows us to distinguish the following lines of research. 

The initial studies concentrated mainly on the role of quantitative macroeconomic 

variables in explaining sovereign credit ratings. In the seminal paper of Cantor and Packer 

(1996), six variables have been found statistically significant, i.e.: per capita income, GDP 

growth, inflation, external debt, level of economic development, and default history. 

Somewhat surprisingly, the authors did not identify any systematic relationship between 

ratings and fiscal stance. Subsequent studies confirmed to a large extent the findings of 

Cantor and Packer (1996) and/or pointed to a slightly larger explanatory power of external 

variables (cf. Monfort & Mulder, 2000; Afonso, 2003; Bissoondoyal-Bheenick, 2005). 

Over time, next to macroeconomic indicators, more and more attention was given 

to institutional and political factors as potential determinants of sovereign credit ratings. 

For example, Connolly (2007) shows that higher governmental corruption has a negative 

impact on sovereign rating scores. This finding particularly pertains to low-income coun-

tries with poor regulatory framework and those that have not been a former British col-

ony (as the rule of English law is believed to provide an institutional framework, lessen-

ing corruption). The statistically significant effect of corruption has also been found by, 

among others, Mellios and Paget-Blanc (2006), Amstad and Packer (2015), and Teixeira, 

Silva, Ferreira, and Vieira (2018). Other authors provide evidence that the quality of in-

stitutions, which is often approximated by the six governance indicators reported by the 

World Bank, is an important driver of sovereign ratings (cf. Erdem & Varli, 2014 or 
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Ozturk, 2014). The findings of those studies should be of particular interest to develop-

ing economies, as they suggest that the rating gap with regard to developed countries 

can be narrowed through the enhancement of institutions. Further, the institutional 

strength of monetary authorities has also been found to play a role. For example, Mon-

tes and de Oliveira (2016) identify the introduction of inflation targeting as a very rele-

vant factor enhancing sovereign creditworthiness assessment of CRAs. This is due to the 

fact that the adoption of this policy framework is associated with greater levels of ac-

countability, transparency, and independence of a country’s central bank, which should 

translate into a more effective monetary policy. Similarly, central bank independence 

turns out to be significant in the study of Soudis (2016). 

A large number of research studies find different sets of sovereign rating determinants 

for different groups of countries. The level of the country’s economic development is the 

most commonly used criterion of division. For example, Afonso (2003) finds that GDP per 

capita is the sole important economic variable when explaining credit ratings for devel-

oped economies. In turn, for developing economies, external debt turns out to be statisti-

cally significant. Similarly, Bissoondoyal-Bheenick (2005) concludes that GNP per capita 

and inflation play an important role for high-rated countries with a long financial stability 

history, while ratings of low-rated economies are additionally influenced by the current 

account balance and the level of foreign exchange reserves. In a study solely devoted to 

the euro area countries, Boumparis, Milas, and Panagiotidis (2017) show that GDP per 

capita is a major driver of high-rated countries. It follows that countries with high levels of 

GDP per capita take advantage of a kind of “protection” against potential downgrades. At 

the same time, low-rated countries are under the stronger influence of the unemployment 

rate, regulatory quality and competitiveness. 

Membership in a given economic integration group is another commonly used crite-

rion of division. For example, Chodnicka-Jaworska (2015) applies the following political 

divisions to a sample of 45 European economies: EU and non-UE countries, euro area and 

non-euro area members, CEE countries. Among other factors she finds that changes in 

GDP growth are of key importance for the credit rating assessment for countries remaining 

outside the EU. In another study, Reusens and Croux (2017) investigate the time varying 

weights attached by CRAs to different factors in their decision-making process over the 

years 2002-2015. One of their main findings is that after the outbreak of the European 

debt crisis, the effect of being a euro area member switched from positive to negative.  

Some authors go one step further and devote their analyses to the issue of bias in the 

CRAs’ rating of sovereign debt. A growing number of such studies, and particularly those 

carried out after the outbreak of the 2007/2008 global financial crisis, indicate the exist-

ence of such a phenomenon. For example, Gültekin-Karakaş, Hisarcıklılar, and Öztürk 

(2011) find that CRAs give higher ratings to developed economies regardless of their mac-

roeconomic fundamentals. Tennant, Tracey, and King (2020) provide evidence of a statis-

tical bias against poor countries, which entails that it is more difficult for them to get an 

upgrade for any given favourable changes in institutional and macroeconomic fundamen-

tals. The results obtained by Reinhart (2002) and Reusens and Croux (2017) suggest that 

discrimination against developing economies might deepen after crises. The conclusions 

stemming from other studies imply that the US as well as countries which are close to the 

US in economic, geographical, and political terms receive higher ratings (cf. Yalta & Yalta, 
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2018; De Moor et al., 2018). In this context, Luitel et al. (2016) observe that American 

rating agencies favour countries that are in high voting coincidence with the US in the UN 

General Assembly. Conflicting results are provided by Ozturk (2014), who suggests that 

lower ratings of developing economies do not result from any discrimination on the side 

of CRAs, but rather from poor quality of their institutions. Similarly, Amstad and Packer 

(2015) identify no signs of bias against any groups of countries. 

Analysis of the existing literature shows that financial sector stability has been rarely 

accounted for in research on the determinants of sovereign credit ratings. Surprisingly, 

this also pertains to a large number of analyses conducted after the outbreak of the 2007-

2008 crisis. Among this scarce literature, Aktug, Nayar, and Vasconcellos (2013) – using 

a large set of advanced and developing economies – show that concentration in the bank-

ing sector and increased liquid reserves of the banking system are likely to exert a negative 

impact on ratings, while larger financial systems are associated with lower sovereign risk. 

Somewhat conflicting results were obtained by Sehgal, Mathur, Arora, and Gupta (2018) 

who conclude that because larger banking systems are more vulnerable to systemic risk, 

they are more likely to weigh on the country’s rating.  

Further, in a study devoted to the EU countries from 1999 through 2014, Brůha and 

Kočenda (2018) investigate the impact of various banking sector characteristics on four dif-

ferent indicators of sovereign risk, including credit ratings. They show that NPLs are the sin-

gle most influential sector-specific variable, the increase of which is likely to adversely affect 

sovereign risk assessment. Boumparis, Milas, and Panagiotidis (2019), using a panel of 72 

countries from 1998 through 2016, identify a feedback loop between sovereign credit ratings 

and banking risk factors. Finally, Chari, Garcés, Martínez, and Valenzuela (2019) investigate 

the relationship between financial fragility, global factors, and sovereign credit risk in a group 

of emerging market economies. They introduce a new metric of financial fragility, which 

computes the direct costs of bailing out the whole banking sector, and show that there is 

a negative correlation between the metric and sovereign credit ratings. 

Based on the literature review, as well as accounting for the course of the crisis in the 

EMU and the changes introduced to the EU/euro area financial safety net since the crisis, 

the following hypotheses have been formulated. 

H1: Next to the macroeconomic and institutional variables, the factors reflecting 

financial stability risk have additional explanatory power for sovereign ratings 

in the EU countries. 

H2: Since the outbreak of the crisis, there has been an increase in the role of bank-

ing sector stability in explaining the sovereign ratings of the EU countries. 

H3: When the financial safety net was enhanced, the status of euro area members 

regained positive effect on the sovereign ratings in the post-crisis years. 

MATERIAL AND METHODS 

The study is conducted for the 28 EU countries, out of which 19 use the euro and 9 remain 

outside the common currency area, for the years 2004-20181. The lower boundary relates 

to the year of the largest EU enlargement, when 10 countries, mainly from Central and 

1 Since the research period ends in 2018, the United Kingdom is counted as an EU member. 
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Eastern Europe, became the EU members. The choice of the upper boundary was condi-

tional on the availability of data at the time of the study. The frequency of data is yearly. 

The study employs the rating classification of Standard & Poor’s (S&P) to construct the 

dependent variable. A detailed description of the variables used in the study as well as 

research methodology is presented below. 

S&P’s credit rating system and the dependent variable 

The credit rating industry is dominated by three big agencies, i.e. S&P, Moody’s, and Fitch 

Group. To generate the dependent variable, the credit rating decisions of S&P will be used. 

The choice of this rating agency was dictated by the following considerations. First, S&P 

has been found to be most active in making credit rating changes, which allows for obtain-

ing a larger data set. Second, S&P’s ratings are known to precede those of the other two 

rating agencies. Third, they are less anticipated by market participants and therefore 

evoke a stronger market reaction (for all three arguments, cf. Gande & Parsley, 2005; 

Christopher, Kim, & Wu, 2012; Ballester & González-Urteaga, 2017). 

S&P distinguishes four main credit rating scales: A, B, C, and D. “AAA” is the highest 

rating and indicates an obligor’s “extremely strong capacity to meet its financial com-

mitments”. “SD” and “D” are the lowest credit ratings. The first is assigned when an 

obligor is believed to have selectively defaulted on part of its financial obligations. An 

obligor rated “D” is believed to fail to meet (substantially) all of its obligations in a timely 

manner. To differentiate among issuers within the rating categories, S&P uses plus (+) 

and (-) signs. Those modifications are applied to ratings from “AA” to “CCC” categories2. 

Like in a number of previous studies, the ratings are transformed to a scale from 1 to 21 

(“SD”/”D” to “AAA”) as detailed in Table 1. 

Furthermore, S&P uses rating outlooks in its assessment of potential changes to long-

term credit rating over the intermediate term (from six months to two years). In particular, 

an outlook can be positive, negative, or stable. To account for outlook changes, 1/3 is 

added to (subtracted from) the numerical value assigned to a given rating in case of  

a positive (negative) outlook. That way, to give an example, a “BB” rating with a positive 

outlook will be transformed to 10 and 1/3, while a “BB” rating with a negative outlook will 

be transformed to 9 and 2/3. 

Finally, unlike in many previous studies which take into account end-of-year observa-

tions, the rating variable for a given country in a given year is created as the average of 

numerically expressed ratings and outlooks assigned by S&P for that country in that year. 

Such a construction of the dependent variable allows for the inclusion of all changes intro-

duced by S&P throughout the year3. S&P’s credit ratings and outlooks have been collected 

from Thomson Reuters Eikon database. 

  

                                                                 
2 Retrieved from https://www.standardandpoors.com/en_EU/web/guest/article/-/view/sourceId/504352 on 
November 11, 2019. 
3 For example, on 16 June 2017, S&P changed its credit rating for Slovenia from A with positive outlook (set at 
that level in December 2016) to A+ with a stable outlook. The next revision took place only in 2018. Thus, the 
value of 16 and 1/3 is applied for the days between the beginning of 2017 and June, 15 2017, and the value of 

17 is applied for the days from June 16, 2017 till the end of 2017. Hence, the rating variable for Slovenia in 2017 
is 16.70, which is calculated as the average from daily data. 



Sovereign Credit Rating Determinants of the EU Countries: The Role… | 53

Table 1. The linear transformation of S&P’s long-term issuer credit ratings 

Category Rating description Rating Transformation 
In

ve
st

m
e

n
t 

gr
ad

e
 

Prime AAA 21 

High grade 

AA+ 20 

AA 19 

AA- 18 

Upper medium grade 

A+ 17 

A 16 

A- 15 

Lower medium grade 

BBB+ 14 

BBB 13 

BBB- 12 

Sp
e

cu
la

ti
ve

 g
ra

d
e

 

Non-investment grade speculative 

BB+ 11 

BB 10 

BB- 9 

Highly speculative 

B+ 8 

B 7 

B- 6 

Substantial risks 

CCC+ 5 

CCC 4 

CCC- 3 

Extremely speculative CC 2 

In default/ in default with little prospect for recovery D/SD 1 
Source: own elaboration based on https://countryeconomy.com/ratings; retrieved on November 9, 2019. 

Explanatory variables 

The set of explanatory variables consists of traditionally considered macroeconomic 

and institutional factors, as well as factors reflecting financial stability risk which are 

specific to the EU context and have been given little attention in prior research. Its 

construction was also dependent on data availability. The list of explanatory variables 

with their definitions, sources and expected sign of the effect on the credit rating are 

presented in Table 2. 

In general, an improvement in macroeconomic fundamentals is expected to exert 

a positive impact on the dependent variable. More specifically, an increase in GDP 

growth, GDP per capita, investment, as well as an improvement in general government 

(GG) balance should be conducive to higher ratings, while an increase in GG debt, pri-

vate debt, inflation, and unemployment is expected to work in the opposite direction. 

The impact of two external variables, i.e., the CA variable and the Openness variable, 

on the credit rating seems ambiguous. In the case of the former, on the one hand, cur-

rent account (CA) deficits might indicate a country’s competitiveness problems. On the 

other hand, as the CA also reflects the difference between national savings and invest-

ment, a CA deficit might be indicative of a higher rate of investment and point to 

a highly productive and fast-growing economy4. Regarding the Openness variable, it 

4 Retrieved from https://www.imf.org/external/pubs/ft/fandd/basics/current.htm#author on November 11, 2019. 
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can be argued that countries that do not honour their payment obligations can be “pun-

ished” via disruptions in trade. Hence, higher openness should be conducive to lower 

sovereign risk. On the other hand, more open economies are more vulnerable to  

external shocks, which, in times of heightened stress, may increase their default  

risk (cf. Ramlall, 2016). 

Referring to the institutional and qualitative factors, better governance and  

a higher level of economic sentiment are likely to exert a positive impact on the rating. 

When it comes to the Default history variable, a negative sign of the corresponding 

coefficient is expected since sovereigns that have defaulted on their debt in the recent 

past are considered riskier. Similar reasoning pertains to the Assistance variable. During 

the crisis, several EU countries were beneficiaries of financial assistance granted at the 

level of euro area/EU and – in most cases – the International Monetary Fund (IMF). As 

countries applying for such assistance most often experience serious market turbu-

lences and loss of access to market sources of financing, a negative sign of the param-

eter estimate is expected. Finally, NPLs are used for assessing financial stability risk. 

They weigh on banks’ profitability and limit their capacity to grant new loans, thus un-

dermining future growth prospects. Hence, the predicted effect of the NPL variable on 

the rating is negative. 

Table 3 presents some basic descriptive statistics. In the years 2004-2018 the median 

rating for all EU countries amounted to 17.00, which corresponds to A+. The lowest rating 

of 2.91 was observed in Greece in 2012. The maximum value of 21.00 was reached by  

a dozen countries, though only Denmark, Germany, Luxembourg, and Sweden retained 

the triple-A rating over the whole period considered. Moreover, the mean rating of the 

euro area countries is higher than the one of non-euro area EU members. Nonetheless, 

that difference has clearly narrowed since the outbreak of the crisis (cf. Figure 1). 

Table 3 also shows that the EU countries were marked by substantial heterogeneity 

in wealth per capita and other macroeconomic variables. The median GDP per capita 

(PPP-based) was 32 743.24 USD. The minimum value of 12 150.07 USD was obtained 

for the poorest country, Bulgaria, in 2004, while the maximum value of 98 537.42 USD 

belonged to the richest country, Luxembourg, in 2007. 

Among qualitative and institutional indicators, the Governance variable ranged 

from -0.01 to 1.96. Both boundaries were recorded in 2004 – the lowest in Romania 

and the highest in Finland. In general, higher values of that variable were observed in 

the euro area, which was particularly evident in the years preceding the crisis. The De-

fault history variable adopts the value of one in the case of Greece and Cyprus from 

2012 and 2013 onwards, respectively. The Assistance variable takes on the value of one 

in the case of five euro area countries (Greece, Ireland, Portugal, Spain, and Cyprus) as 

well as three (at that time) non-euro area EU members (Hungary, Latvia, and Romania), 

all of which benefited from different forms of official financial aid during the crisis. 

Finally, the distribution of the NPL variable exhibits positive skewness. The problem of 

NPLs was particularly evident in the peripheral euro area countries, specifically Cyprus, 

Greece, Italy, and Ireland. The maximum value of 47.75% was observed in Cyprus in 2015. 

The countries with the lowest ratios of NPLs were Luxembourg, Finland, and Sweden. 

 

  



Sovereign Credit Rating Determinants of the EU Countries: The Role… | 55

Table 2. Explanatory variables: definitions, sources, and the expected sign of their impact on 

credit ratings 

Variable Definition Source Sign 

GDP growth Real GDP growth rate Eurostat + 

GDP per capita 
Gross domestic product per capita, constant prices (PPP, 

international dollars) 

WEO Database 

October 2019 
+ 

GG balance General government surplus/deficit (% of GDP) Eurostat + 

GG debt General government debt (% of GDP) Eurostat - 

Private debt Private sector debt, consolidated (% of GDP) Eurostat - 

Inflation HICP inflation rate Eurostat - 

Investment Gross fixed capital formation (% of GDP) Eurostat + 

Unemployment Unemployment rate Eurostat - 

CA Current account balance (% of GDP) 

Eurostat, WEO 

Database 

October 2019 

+/- 

Openness 
Sum of exports and imports of goods and services (% of 

GDP) 
World Bank +/- 

Default history 
Binary variable adopting the value of 1 if a country has 

defaulted on its debt in the past; 0 otherwisea 
Moody’s (2017) - 

Governance 

The mean of 6 indices of the World Bank reflecting 

different dimensions of governance: voice and 

accountability, political stability, government 

effectiveness, regulatory quality, rule of law, control of 

corruption. The mean might adopt values from the range 

-2.5 (weak governance) to 2.5 (strong governance).  

World Bank and 

author’s 

calculations 

+ 

ESI Economic Sentiment Indicator Eurostat + 

Assistance 

Binary variable adopting the value of 1 in the years when 

a given country received financial assistance from the 

ESM, the EFSF, the EFSMb, the EU balance of payments 

assistance facility and/ or the IMF; 0 otherwise 

EU Commission- 

State Aid 

Database 

- 

NPL Bank non-performing loans to gross loans (%) 
World Bank, 

FRED 
- 

a If the country defaulted on its debt after 2004, 1 is assigned to the year of the default and to subsequent years. 
b ESM, EFSF, EFSM stand for European Stability Mechanism, European Financial Stability Facility, and European Fi-

nancial Stabilisation Mechanism respectively. 
Source: own study. 

Econometric model 

The relationship between the sovereign ratings and their determinants have been mod-

elled with the use of different econometric techniques. Due to the adopted character of 

the dependent variable, two main approaches can be identified. The early studies em-

ployed linear regression techniques that assume the cardinality of the sovereign ratings 

(cf. Cantor & Packer, 1996; Afonso, 2003; Connolly, 2007). Over time, this approach came 

under criticism, as more and more authors questioned the assumption of an equal dis-

tance between any two neighbouring categories of rating. The example often used is the 

difference between BB+ and BBB-, when the grade changes from speculative to invest-

ment one, and the difference between AA+ and AAA. To address this controversy, a large  
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Table 3. Descriptive statistics 

Variable N Mean Median Max. Min. Std. Dev. Skewness Kurtosis 

Rating 420 16.65 17.00 21.00 2.91 3.93 -0.62 2.75 

GDP growth 420 2.23 2.40 25.20 -14.80 3.72 -0.31 8.90 

GDP per capita 420 34 566.95 32 743.24 98 537.42 12 150.07 14 887.72 2.05 9.05 

GG balance 420 -2.57 -2.40 5.10 -32.10 3.61 -1.80 13.55 

GG debt 420 60.24 54.05 181.20 3.80 34.89 0.87 3.88 

Private debt 420 141.69 124.50 352.80 33.60 68.77 0.95 3.44 

Inflation 420 2.18 2.00 15.30 -1.70 2.11 1.84 9.62 

Investment 420 21.91 21.60 37.30 11.10 4.11 0.70 4.68 

Unemployment 420 8.89 7.80 27.70 2.30 4.33 1.68 6.31 

CA 420 -0.86 -0.60 11.80 -23.90 5.91 -0.60 3.81 

Openness 420 121.13 103.22 416.39 45.61 67.85 1.94 7.49 

Default history 420 0.03 0.00 1.00 0.00 0.17 5.42 30.34 

Governance 420 1.06 1.03 1.96 -0.01 0.49 -0.10 2.08 

ESI 416 100.32 101.63 118.41 72.18 9.20 -0.66 3.01 

Assistance 420 0.08 0.00 1.00 0.00 0.27 3.13 10.81 

NPL 416 6.27 3.82 47.75 0.10 7.42 2.73 9.36 
Source: own calculations conducted in EViews. 

Figure 1. Sovereign credit ratings in the EU in 2004-2018: Euro area versus non-euro area 

The means for both groups of countries provide for their changing compositions. 
Source: own calculations based on Thomson Reuters Eikon data. 

number of studies have applied an ordered probit model, which assumes that sovereign 

ratings represent an ordinal ranking of creditworthiness (cf. Bissoondoyal-Bheenick, 2005; 

Ozturk, 2014; Teixeira et al., 2018). Some authors have also used both estimation tech-

niques for cross-checking the results (cf. Afonso, Gomes, & Rother, 2010; Erdem & Varli, 

2014). The panel VAR (Boumparis et al., 2019) and Bayesian methods (Brůha & Kočenda, 

2018) are among the less frequently used estimation techniques. 
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In this study, the construction of the dependent variable, as presented in the previous 

section, does not allow it to be treated in a discrete, ordinal nature. Taking this into ac-

count, panel cointegration techniques were chosen, as these allow for the identification 

of a long-run relationship between the ratings and the explanatory factors. These tech-

niques are appropriate in the case of the presence of time series generated by stochastic 

processes integrated of order 1. At the same time, to address the controversy regarding 

the construction of the dependent variable, a robustness check is conducted with the use 

of end-of-year ratings and ordered probit as an estimation technique. The results of this 

check are presented in the Appendix. 

As a starting point, the following panel-data model illustrating a long-run relationship 

between the rating and the explanatory variables is considered: 

��� = �� + ��	�� + 
�� , � = 1, … , �     � = 1, … , � (1) 

where: 

	�� - K×1 vector of regressors;

� - K×1 vector of parameters to be estimated; 
�� - constant individual nuisance parameters.

It is assumed that 
�� are independent and identically distributed. However, in the

case of a panel modelling framework, cross-sectional dependence may occur, which 

means that error terms 
�� are correlated across sections. To verify whether the problem

of cross-sectional dependence occurs, the test proposed by Pesaran (2004) is applied. In 

this test, the null hypothesis assumes that there is no correlation across sections. The ap-

propriate statistic is defined as follows: 

�� = � ��
�(���) �∑ ∑ ��� � !�"�����!� # (2) 

where: 
���  - product-moment correlation coefficient of error terms.

If the null hypothesis of no cross-sectional dependence is valid, then �� follows

the standard normal distribution. Table 4 presents the results of testing for cross-sec-

tional dependence. 

Table 4. Testing for cross-sectional dependence in panel model 

Statistic p-value 

7.98 0.000 
Source: own calculations conducted in Stata. 

The results indicate that the problem of cross-sectional dependence exists and the 

second-generation panel techniques should be used. The Pesaran test for the presence of 

a unit root is conducted (cf. Pesaran, 2007). The results of the Pesaran unit root test are 

presented in Table 5. The results indicate that most of the variables are integrated of order 

1. This implies that the panel cointegration methods can be used to identify long-run rela-

tionships among the variables. Private debt is the only variable that is integrated of order 

2 and therefore will not be used in the final specification. 
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Table 5. Testing of order of integration for variables using Pesaran panel unit root test in the case 

of cross-sectional dependence 

Variable 
Level First difference 

Decision 
Statistic p-value Statistic p-value 

Ratinga 0.584 0.720 -1.770 0.038 I(1) 

GDP per capitab 0.266 0.605 -2.537 0.005 I(1) 

GG balance 0.555 0.710 -4.678 0.000 I(1) 

GG debt 0.587 0.721 -5.892 0.000 I(1) 

Private debtc 0.729 0.767 0.741 0.771 I(2) 

Inflation -2.634 0.004 - - I(0) 

Investment 1.392 0.918 -3.706 0.000 I(1) 

Unemployment 0.515 0.697 -2.140 0.016 I(1) 

CA -3.017 0.001 - - I(0) 

Openness 0.513 0.696 -4.105 0.000 I(1) 

Governance 0.588 0.722 -3.466 0.000 I(1) 

ESI -1.001 0.158 -2.533 0.006 I(1) 

NPL -3.642 0.000 - - I(0) 
a As the Rating variable may adopt different values, it is treated as continuous. 
b Due to the fact that GDP per capita is integrated of order 1, GDP growth is stationary. 
c The results of testing the stationarity for second order differences are available upon request. 
Source: own calculations conducted in Stata. 

Due to the existence of cross-sectional dependence and the fact that most of the var-

iables are integrated of order 1, the Westerlund (2007) test for panel cointegration is con-

ducted. The test is based on the following data-generating process: 

��� = $�� + $��� + %��, (3) 

	�� = 	���� + &�� ,         � = 1, … , �    � = 1, … , � (4) 

The scalar ��� consists of a deterministic part and stochastic part %��, which is modelled as:

'�(()∆%�� = '�(%���� − ���	����) + +�(()�&�� + ,�� (5)

where: 

'�(() = 1 − ∑ '� ( -. !� ;

+�(() = ∑ /� -. !0 ( .

After substituting equation (3) into (5), the following panel error correction model is obtained: 

'�(()∆��� = 1�� + 1��� + '�(����� − ���	����) + +�(()�&�� + ,�� (6) 

where: 

1�� = '�(1)$�� − '�$�� + '�$��;1�� = −'�$��.
The inclusion of a constant and/or deterministic trend depends on statistical 

significance. After testing the significance of deterministic components, the constant 

turned out to be significant and the trend was statistically insignificant. Based on equation 

(6), group mean statistics (23 , 24) and panel statistics (53, 54) have been calculated. The

results of testing panel cointegration are presented in Table 6. 
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The results of the Westerlund test indicate that cointegration exists in the presence 

of cross-sectional dependence. Therefore, the parameters of the panel error correction 

model are estimated. The results are presented in the next section. 

Table 6. Results of testing panel cointegration with the use of the Westerlund test 

Statistic Value of statistic p-value 

23 -3.450 0.000 

24 -25.239 0.000 

53 -7.440 0.000 

54 -2.886 0.000 
Source: own calculations conducted in Stata. 

RESULTS AND DISCUSSION 

Table 7 presents the results of the estimation of the cointegrating relation for the whole 

research period and all EU countries5. As a general-to-specific modelling strategy was 

adopted (Charemza & Deadman, 1997), the table presents only parameter estimates that 

turned out to be statistically significant at 0.1 or lower level of significance. 

Table 7. Estimates of the cointegrating relation 

Variable Estimate 

Ratingt-1 -0.313*** (0.035) 

GDP per capitat-1 0.001* (0.001) 

Unemploymentt-1 -0.030* (0.017) 

Assistancet-1 -0.572*** (0.200) 

Default historyt-1 -2.297*** (0.374) 

GG debtt-1 -0.019*** (0.004) 

NPLt-1 -0.025** (0.011) 

Governancet-1 2.400*** (0.495) 
Standard errors in parentheses. 
*, **, *** indicate statistical significance at the 0.1, 0.05, and 0.01 level, respectively. 

Source: own calculations conducted in Stata. 

After normalization, the long-run relation between credit ratings and other catego-

ries is as follows: 

67�89:; = 0.0032�5 ?,@ A7?��7 − 0.096D9,E?FG�E,9� − 1.827KLL�L�79A,
+ 7.6682GM,@979A, − 0.06122 N,O� − 7.339�,P7
F� ℎ�L�G@�
− 0.080�5(

(7) 

As it can be seen, a large number of considered variables turned out to be statistically 

significant. The signs of the parameter estimate for these variables are in line with expec-

tations. The results are consistent with findings of prior empirical works in the sense that 

they show that ratings are under influence of the macroeconomic fundamentals (particu-

larly domestic) as well as political and institutional factors (as indicated by the significance 

of the Governance variable). The study finds a negative and statistically significant effect 

5 Short-run estimates of parameters are available upon request.  
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for past defaults, which is also in line with previous research, and points to a similar impact 

of countries’ dependence on financial aid from official creditors. This may deepen coun-

tries’ reluctance to use such assistance, including its precautionary forms targeted at coun-

tries with sound economic conditions and aimed at reinforcing their macro-financial posi-

tion in times of heightened stress. Finally, the study’s findings indicate that the condition 

of the banking system, which is proxied by the NPL variable, played an important role in 

the creditworthiness assessment of the EU countries in the period under analysis.  

It is worth noting that the results presented in Table 7 are largely robust to a change 

of estimation technique, as suggested by the conclusions obtained with the use of an or-

dered probit model (cf. Appendix). All in all, as implied by the importance of the Assistance 

and the NPL variables, there is strong evidence supporting H1 hypothesis: “Next to the 

macroeconomic and institutional variables, the factors reflecting financial stability risk 

have additional explanatory power for sovereign ratings in the EU countries.” 

In the next step, in order to verify how the experience of the crisis changed the 

importance of individual variables in determining the country’s rating and assess the 

durability of such changes (i.e. check whether there was a shift from crisis-related to 

post-crisis approach to sovereign creditworthiness assessment), the sample is divided 

into three subperiods: 

1. pre-crisis period (2004-2007),

2. crisis period (2008-2012),

3. post-crisis period (2013-2018).

The demarcation between the first and the second subperiod is marked by the col-

lapse of Lehman Brothers, which took place in 2008. The beginning of the third subperiod 

falls in 2013, when a permanent drop in tensions in the sovereign bond market in the EMU 

was already observed as a consequence of the announcement of the Outright Monetary 

Transactions (OMT) program by the ECB in the summer of 2012. 

To check whether the division into three subperiods is reasonable, the Chow break-

point test was conducted. Table 8 presents the results of testing. 

Table 8. Results of testing stability of parameters 

Testing 
Structural break between 

1-st and 2-nd subperiod 

Structural break between 

2-nd and 3-rd subperiod 

Value of statistics 2.433 2.533 

p-value 0.028 0.023 
Source: own calculations conducted in Stata. 

The results from Table 8 indicate that the estimation of the parameters of the model for 

sub-samples is reasonable. Subperiods are relatively short and the number of years for each 

subperiod is low (from 4 to 6). Therefore, it is not justified to use panel cointegration tech-

niques and the parameters of a simple panel regression model will be estimated. Table 9 

contains the results of the estimation of the parameters of the panel regression model6. For 

6 Only the variables that turned out to be statistically significant in the main model and the variables available 
for all subperiods were used.  
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each subperiod, the model assuming the presence of random effects turned out to be 

an optimal choice7.  

Table 9. Results of the estimations of panel models with random effects for three subperiods 

Variable 2004-2007 2008-2012 2013-2018 

GG debt -0.007 (0.006) -0.028*** (0.004) -0.017** (0.008) 

Unemployment -0.121*** (0.015) -0.219*** (0.067) -0.128*** (0.038) 

GDP per capita 0.003*** (0.001) 0.001* (0.001) 0.001 (0.002) 

Governance 3.828*** (0.562) 5.049*** (0.982) 4.562*** (0.836) 

NPL -0.009 (0.008) -0.103*** (0.021) -0.097*** (0.031) 

EAa 1.374** (0.681) -0.048* (0.028) 0.244* (0.131) 

Model Random effects Random effects Random effects 

p-value of the Hausman test 0.278 0.217 0.354 

Robust standard errors in parentheses. 
a Binary variable adopting the value of 1 if a given country is a euro area member state; 0 otherwise. 
Source: own calculations conducted in Stata. 

The results clearly indicate a change in the relevance of individual variables between 

the first and second subperiods, which – under different research assumptions – was pre-

viously found by Reusens and Croux (2017). One can also notice differences between the 

second and third subperiods, although these are less pronounced. Detailed assessment of 

the results allows us to formulate three main conclusions. 

First, starting with the macroeconomic factors, a strong increase in the significance 

of the GG debt variable in the second subperiod deserves particular attention. During 

the crisis, the vast majority of EU countries recorded a sharp deterioration in the condi-

tion of the public finance sector. Over the fears of debt sustainability, some of them 

even lost access to market-based sources of financing and were forced to seek EU- and 

IMF-organized bailouts. This finding may also support the “wake-up call” contagion, i.e. 

an increased sensitivity to macroeconomic fundamentals in the pricing of sovereign risk 

observed after the start of the European debt crisis (cf. Beirne & Fratzscher, 2013; 

Giordano, Pericoli, & Tommasino, 2013). During the third subperiod, the role of macro-

economic factors somewhat decreased. 

Second, an increase in the importance of the Governance variable during the crisis is 

noteworthy. The variable also remains more relevant in the third subperiod when com-

pared to pre-crisis years. In a study on country default risk conducted for a group of euro 

area countries, which uses government bond yield spreads as the dependent variable, 

Boysen-Hogrefe (2017) shows that after the announcement of the OMT program the qual-

ity of governance has gained in importance with regard to other possible determinants of 

spreads, including the debt-to-GDP ratio. The author argues that since that announcement 

“financial markets have become more concerned about the willingness and capability to 

cooperate with the institutions that conduct the adjustment programs”. The willingness 

and capability are, in turn, linked to different dimensions of governance. It can be assumed 

that CRAs also became more sensitive to the quality of governance, which they assessed 

as crucial for undertaking anti-crisis measures at the euro area/EU level. The fact that the 

 7 Results of testing presence of effects are available on request. 
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reforms aimed at safeguarding macro-financial stability in the future are not yet com-

pleted (like the banking union project) may be one of the explanations for why the im-

portance of the Governance variable also remains high in the third subperiod. 

Third, the condition of the banking sector seems to have gained importance in deter-

mining a country’s rating after 2007. The crisis has demonstrated that the costs of bank 

bailouts with the use of public funds are huge and can undermine the sustainability of 

public finances, particularly in bank-based financial systems like the ones in the EU coun-

tries. And despite the fact that the bail-in regime recently introduced by the EU aims at 

reducing the costs of bank bailouts for taxpayers, there are concerns that it can only prove 

itself in a one-off failure. In case of a systemic banking crisis, bail-in of private investors 

can add to a financial panic instead (cf. Avgouleas & Goodhart, 2015). It appears, there-

fore, that the experience of a negative feedback loop between banks and sovereigns, un-

finished reforms aimed at weakening the links between these two sectors, as well as per-

sistent risks to banking sector stability such as the problem of NPLs (but also home bias in 

banks’ sovereign portfolio) may explain still high relevance of the considered variable in 

the third subperiod. All in all, the findings strongly support H2 hypothesis about an in-

crease in the role of banking sector stability in explaining the sovereign ratings of the EU 

countries after the outbreak of the crisis. 

Finally, the role of the euro area member status in explaining ratings in the specified 

subperiods was checked. For this purpose, a binary variable EA was created. The variable 

adopts the value of 1 if a given country is a euro area member state and 0 otherwise. 

Analysis of the results (Table 9) allows us to indicate clear differences between individual 

subperiods. It seems that in the pre-crisis years the euro area countries derived additional 

benefits in terms of perceived credibility from the mere fact of holding the status of EMU 

members. It might have been due to the fact that the euro area was then perceived as an 

“elite club” of developed European economies. The monetary policy was transferred to 

the level of the ECB, which was supposed to build upon the Bundesbank’s impeccable rec-

ord of maintaining price stability, and the rest of the euro area countries experienced eco-

nomic benefits (like lower interest rates) through the deepening of integration with Ger-

many. That way, and amid the Great Moderation period, the risks associated with invest-

ing in the euro area, including the analysed countries, could have been under-priced (cf. 

Bernoth & Erdogan, 2012; Oliveira, Curto, & Nunes, 2012). 

During the crisis, a switch from a positive to a negative effect of euro area member 

status is identified, which supports the previous findings of Reusens and Croux (2017). 

This is very likely to reflect the fact that the crisis revealed many “flaws” in the institu-

tional architecture of the EMU, especially related to its financial safety net. These en-

compassed, among others, a failure to entrust the ECB with the role of a lender of last 

resort (LOLR), the lack of a banking union, including above all the supranational mecha-

nism of bank resolution, and the absence of risk-sharing mechanisms such as the later-

established European Stability Mechanism (ESM) (cf. Navaretti, Calzolari, & Pozzolo, 

2016). Under such conditions, contagion phenomena were observed within the euro 

area, which exacerbated the crisis and put the single currency project into question. In 

the post-crisis period, there is a return to a positive effect of euro area membership, 

which supports H3 hypothesis. At the same time, this effect is definitely weaker than 

before the crisis. This result may indicate a gradual return of confidence in the euro area 



Sovereign Credit Rating Determinants of the EU Countries: The Role… | 63

after it addressed some of its “architectural deficiencies”. In particular, the ECB become 

the LOLR with the announcement of the OMT programme, and the banking union had 

its promising start with the creation of the Single Supervisory Mechanism and the Single 

Resolution Mechanism in 2014 and 2016, respectively.  

This study’s findings suggest several policy implications. Regarding the euro area, 

these implications especially pertain to high stocks of NPLs which, despite a reduction 

observed in recent years, remain a challenge in some countries. The high levels of NPLs 

can considerably weigh on banks’ performance and undermine future economic growth 

(Balgova, Nies, & Plekhanov, 2016)8. Nonetheless, in the EMU, insufficient improve-

ment in tackling the problem of NPLs might additionally revive self-fulfilling fears over 

the “doom loop” between banks and sovereigns. Compounding factors, particularly ev-

ident in the so-called peripheral EMU countries, are high public debt ratios and home 

bias in banks’ sovereign debt holdings (cf. Altavilla, Pagano, & Simonelli, 2017). There-

fore, it is very important to continue with reforms initiated during the crisis, aimed at 

strengthening financial stability in the EMU. In a deeply integrated area where financial 

systems are highly interconnected, a coordinated approach to the problem of NPLs and 

other potential triggers of the loop is required. Proposals to delink banks from sover-

eigns include: completing the banking union by establishing the European Deposit In-

surance Scheme, restricting the principle of zero-risk weight for sovereign exposures, 

and creating a “safe asset” for the euro area. All of these measures are likely to en-

counter political hurdles, hence the greater role for governance understood as readi-

ness and willingness to cooperate.  

For non-euro area countries, this study’s findings might contribute to the long-run-

ning debate on the costs and benefits of their potential participation in the single cur-

rency project. The findings suggest that-apart from the crisis period-having non-euro-

area status worked to the disadvantage of the country’s creditworthiness assessment. 

This might come as surprising especially in the post-crisis years, given the fact that at 

that time, on average, these countries dealt relatively better in terms of macroeco-

nomic fundamentals. Nevertheless, with many reservations regarding the incomplete-

ness of reforms undertaken since the crisis, the euro area made progress in strength-

ening its financial safety net. The non-euro area countries have been included only in 

some initiatives and only to a limited extent (e.g., opting into the banking union before 

the euro adoption). However, they cannot take advantage of the rest of the net’s ele-

ments. The recent proposal of the Eurogroup to establish Pandemic Crisis Support 

based on the ESM’s Enhanced Conditions Credit Line can serve as an example 

(Eurogroup, 2020). Unlike what was experienced during the height of the euro area 

crisis, the conditionality attached would be limited. Due to the highest credit assess-

ments assigned to the ESM, the members of the EMU would gain access to liquidity at 

very low-interest rates. It seems, therefore, that especially the lower-rated, non-euro 

area countries are worse off not having access to such instruments, which takes on 

special importance in the face of projected contraction in economic activity and chal-

lenges for public finances across the globe. 

8 Quoted in (Boumparis et al., 2019, p. 313). 
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CONCLUSIONS 

In this paper, the determinants of the EU countries’ sovereign credit ratings have been 

studied. The analysis was conducted for the period from 2004 to 2018, which was later 

divided into pre-crisis, crisis, and post-crisis subperiods. The main research method used 

was the panel error correction model. 

The empirical findings show that the role of individual credit rating determinants dif-

fered in the distinguished subperiods. In particular, the condition of the banking sector 

seems to have gained in importance after the outbreak of the euro area crisis and remained 

high in the post-crisis years. This most likely derives from the experience of a negative feed-

back loop between banks and sovereigns, which largely characterized the crisis, especially in 

the euro area, and its legacy in the form of macroeconomic imbalances (mainly fiscal) and 

persistent risks in the banking sector (such as the problems of NPLs and home bias). That is 

why it is so important to continue the reforms initiated during the crisis at the EU/euro area 

level and aimed at reducing the interdependence between the two sectors. 

The study also shows that the status of being a euro area member exerts an impact 

on the country’s creditworthiness assessment. Its effect switched from positive to nega-

tive during the crisis. In the post-crisis period, when euro redenomination risk had become 

a thing of the past and the EMU had emerged from the crisis institutionally stronger, euro 

area countries again began to reap additional benefits in terms of their credibility assess-

ment from the mere fact of using the common currency. The opposite conclusions have 

been drawn for non-euro area EU members. It seems therefore that these countries are 

not necessarily better off staying on the side-lines of the European integration process, at 

least when it comes to their perceived default risk. 

It would be worth conducting a similar study in the future when longer time series are 

available. The use of higher-frequency (i.e., quarterly) data should also be considered, 

which would improve the precision of the estimates. Ongoing monitoring of the situation 

in the euro area is particularly important for countries outside the single currency, which 

are still analysing the costs and benefits of (potential) future membership. 
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Appendix: 

As a robustness check, variables associated with credit ratings were treated as an ordered 

one9 and the parameters of an ordered probit model were estimated. 

6K���∗ = ��	�� + S��, (A.1) 

6K�� = 2 ∗ T6K���∗ > VWX + TVW ≥ 6K���∗ > V�X − T6K���∗ ≤ V�X, (A.2) 

S��~�(0,1), (A.3) 

In the model (A.1)-(A.3) the variable associated with credit rating is treated as discrete, 

ordered variable. It takes the following 4 values: 

-1 – in the case of highly speculative, substantial risk, extremely speculative or default 

grade (B+ or lower), 

 0 – in the case of non-investment speculative grade (between BB- and BB+), 

 1 – in the case of lower medium investment grade (between BBB- and BBB+), 

 2 – in the case of upper medium, high or prime investment grade (A- or higher) 

Results of the estimation of the parameters of the model (A.1)-(A.3) are presented in 

Table A. 1. 

Table A.1. Results of the estimation of the parameters of the ordered probit model 

Variable Estimate 

GDP per capita 0.012*** (0.003) 

Unemployment -0.005 (0.830) 

Assistance -1.389*** (0.175) 

Default history -0.698* (0.398) 

GG debt -0.019*** (0.002) 

NPL -0.144*** (0.025) 

Governance 1.990*** (0.236) 

V� -2.319 

V� 0.033 

VW 2.342 
*, **, *** indicate statistical significance at the 0.1, 0.05, and 0.01 level, respectively. 

Source: own calculations conducted in Stata. 

The results indicate that most of the variables, which were found to have explanatory 

power for sovereign ratings in the cointegrating relation, turned out to have a significant 

impact in an ordered discrete choice model. The only exception is the Unemployment var-

iable, whose statistical significance was found only in the main model. All in all, the ob-

tained results largely confirm the validity of the main model, presented in Table 7. 

9 The rating of a particular year is the rating attributed at 31st December of that year. 
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