
 
 

   

2025, Vol. 13, No. 2 10.15678/EBER.2025.130206 

Exploring entrepreneurial phases with machine learning 

models: Evidence from Hungary 

Aron Szennay, Judit Csákné Filep, Melinda Krankovits 

A B S T R A C T 

Objective: The article aims to explore the potential differences between the two phases of entrepreneurship, 
i.e., total early-stage entrepreneurial activity and established business, as defined by the Global Entrepreneur-
ship Monitor (GEM). The study aimed to classify entrepreneurs using various machine learning models and to 
evaluate their classification performance comparatively. 

Research Design & Methods: Using the Hungarian GEM datasets from 2021 to 2023, we analysed a subsample 
of 964 entrepreneurs. Due to inconsistent results from traditional analyses (e.g., correlations, regressions, 
principal component analyses), we employed machine learning approaches (supervised learning classification 
methods) to uncover latent relationships between variables. 

Findings: The study utilized seven machine learning classification methods to examine the feasibility of grouping 
companies within the sample using Hungarian GEM data. Findings indicate that machine learning techniques are 
particularly effective for classifying businesses, although the performance of each method varies significantly. 

Implications & Recommendations: These results provide valuable insights for researchers in selecting 
methodologies to identify various business phases. Moreover, they offer practical benefits for market re-
search professionals, suggesting that machine learning techniques can enhance the classification and un-
derstanding of entrepreneurial phases. 

Contribution & Value Added: The study adds to the existing body of knowledge by demonstrating the ef-
fectiveness of machine learning methods in classifying business phases. It highlights the variability in per-
formance across different machine learning techniques, thereby guiding future research and practical ap-
plications in market research and entrepreneurship studies. 
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INTRODUCTION 

Entrepreneurship is a fundamental driver of economic growth, but its role varies across countries at 
different stages of economic development (Stel et al., 2005). Although just a small but significant share 
of new business ventures as innovators, who contribute to the diffusion of new products, services, and 
even processes into the economy. Moreover, since the sheer number of new ventures is large, entre-
preneurship fosters both innovation and competition in economies, contributing it its continuous re-
structuration (Sternberg & Wennekers, 2005). Furthermore, the role of enterprises is also crucial in 
achieving sustainability. Agenda 2030, the framework for sustainable development of the United Na-
tions, explicitly calls for all businesses to apply their creativity and innovation to solving sustainable 
development challenges (United Nations, 2015). 
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We aimed to elucidate the differences between early-stage and established enterprises by exam-
ining a comprehensive set of attributes (e.g., demography, entrepreneurial motivations, market scope, 
attitudes towards responsibility, etc.) using the Global Entrepreneurship Monitor data for Hungary. 
Entrepreneurship demographics is a well-studied research area (see Wach & Głodowska, 2021). How-
ever, quantitative methods often fall short when investigating determinants of particular activities (for 
example in the case of responsible behaviour (Krankovits et al., 2023) or even differences between 
phases of entrepreneurship. Thus, we employed machine learning techniques to determine whether 
these variables can accurately determine the phase of entrepreneurship. This research is motivated by 
the increasing trend of utilizing machine learning in social science research, which offers a robust al-
ternative to traditional analytical methods that often fall short of uncovering complex patterns (Celbiş, 
2021; Chung, 2023; Razaghzadeh Bidgoli et al., 2024). Furthermore, by focusing on entrepreneurs in 
Hungary, we sought to provide localized insights that can contribute to both regional policymaking and 
the broader theoretical understanding of entrepreneurial dynamics. Our findings aim to bridge the gap 
in the existing literature by demonstrating the efficacy of machine learning in identifying nuanced dif-
ferences in entrepreneurial phases, thereby offering a novel methodological approach that one can 
replicate in other contexts. Therefore, we posed two research questions: 

RQ1: Is it feasible to determine the phase of entrepreneurship with sufficient accuracy using a 
variable set available in the Global Entrepreneurship Monitor? 

RQ2: Are machine learning techniques adequate methods to classify entrepreneurs based on 
their attributes? 

The article is structured as follows. The next chapter will summarize both (1) the conceptual frame-
work applied and the variables analysed on the base of this, and (2) the background of the machine learn-
ing approach applied. Then, we will describe the dataset and the methodologies used. The article will 
conclude with the results, discussion, research limitations, and suggestions for further empirical research. 

LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT 

Conceptual Framework and Explanation of Variables Used 

The article uses the Hungarian data of the Global Entrepreneurship Monitor (GEM) and thus, the revised 
GEM conceptual framework (Kelley et al., 2016). The GEM is the world’s foremost study of entrepreneur-
ship, collecting data directly from entrepreneurs (GEM, 2024). GEM is a consortium of national teams to 
collect and analyse data on entrepreneurship and entrepreneurship ecosystems, representing countries 
with almost half of the global population and two-thirds of GDP in 2021, 2022, and 2023 (GEM, 2022, 
2023, 2024). Sternberg and Wennekers (2005) summarise the main objectives of GEM in four points: (1) 
to empirically examine variations in entrepreneurial activity between countries over time, (2) to identify 
reasons behind differing levels of entrepreneurship, (3) to explore policies that may boost entrepreneur-
ial activity, and (4) to understand the link between entrepreneurship and economic growth. 

The GEM methodology distinguishes four phases of entrepreneurship considering the three typical 
entrepreneurial barriers (Reynolds et al., 2005). The first one is when the startup of a business includ-
ing any self-employment or selling any goods or services is expected in the next three years. Nascent 
entrepreneurs have an existing enterprise which did not pay wages or salaries for three months, while 
baby businesses paid wages or salaries between three and 42 months. These latter two together are 
called total early-stage entrepreneurial activity (TEA). The fourth phase is the established business (EB), 
for which salaries or wages have been paid for more than 42 months (GEM, 2023). 

According to the revised GEM conceptual framework (Kelley et al., 2016), both (1) social values 
about entrepreneurship and (2) individual attributes, including demographic characteristics (e.g., 
gender, age), self-perceptions and motivations moderate the relationship between entrepreneurial 
activity and social, cultural, political, economic context. A variable set was chosen for the analysis to 
reflect this conceptual framework. However, the final model comprises only variables with signifi-
cant determining power. 
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The literature on the demographic attributes of entrepreneurship is rather rich. Age is a principal 
determining factor of entrepreneurial activity. Younger age cohorts tend to be entrepreneurially 
more active (see for example Csákné Filep et al. (2023) or Lafuente and Vaillant (2013) which has a 
striking consequence on the ageing societies (Lévesque & Minniti, 2011). However, Kautonen et al. 
(2014) highlight that the entrepreneurial activity of owner-managers shows an inverted U-shaped 
curve with a threshold age of 40 years, while in the case of self-employers, it increases almost line-
arly with age. Similarly, educational attainment generally correlates with entrepreneurial activity 
(Csákné Filep et al., 2023), and the performance of SMEs (Filser & Eggers, 2014), while the entrepre-
neur’s managerial knowledge, expertise and skills positively affect the firm’s early internationalisa-
tion (Wach & Głodowska, 2021). Formal education has a positive causal effect on any type of self-
employment for women, while it contributes to the shift from shrinking industry self-employment 
to high-growth one in the case of men (Ahn & Winters, 2023). However, Kurczewska et al. (2020) 
found that both education and professional experience are necessary for entrepreneurial success. 
Furthermore, the authors’ model implies that the gender of the entrepreneur also contributes to 
the success, as businesses run by men are more likely to survive. 

The GEM methodology investigates the role of four entrepreneurial motives: (1) to make a differ-
ence in the world, (2) to build great wealth or a very high income, (3) to continue a family tradition, 
and (4) to earn a living because jobs are scarce. Weber (1982) mentions the motive of building great 
wealth or a very high income as an entrepreneurial goal. He considers it the foundation of capitalism. 
However, empirical research does not support the notion that wealth accumulation is the sole or pri-
mary motivation for starting a business (e.g., Amit et al., 2001). Continuing family tradition can also 
motivate entrepreneurial activity, whether it involves establishing a new enterprise or taking over and 
continuing an existing family business. However, Gorgievski et al. (2011) suggest that measuring an 
entrepreneur’s performance requires more than just considering business criteria (e.g., growth, profit, 
etc.). Factors that may have a trade-off relationship, such as achieving social impact or work-life bal-
ance, also require examination. The examination of entrepreneurial motivations widely acknowledges 
the dichotomy between necessity-driven and opportunity-driven entrepreneurship – this is explored 
by the fourth entrepreneurial motivation of the GEM, which investigates livelihood motives. Notewor-
thy, while opportunity-driven entrepreneurship is characteristic of developed countries, necessity-
driven entrepreneurship is more typical of developing nations (Acs, 2006; Szerb, 2004). 

Filser and Eggers (2014) suggest that while the manager’s risk-taking and innovativeness affect 
the performance of Rhine Valley (Austria, Liechtenstein, Switzerland) SMEs, their proactiveness does 
not. Furthermore, Ključnikov et al. (2019) found that the risk-taking and competitive aggressiveness 
of Czech and Turkish SME managers differ by gender, while their innovativeness, proactiveness, and 
autonomy are similar. 

According to the GEM methodology, market scope captures the regionally farthest group of con-
sumers. As Wach and Głodowska (2021) found, both age and education increase the pace of interna-
tionalisation in the case of Polish entrepreneurs. 

Thus, the first hypothesis of the study is as follows: 

H1: Early-stage entrepreneurs and established businesses are different in their characteristics. 

Machine Learning, as a Vehicle for Gaining a Deeper Understanding 

If scholars cannot identify deeper correlations in statistical analyses, the question may arise whether 
deep learning or machine learning can help us. Both data mining methods are very popular, but there 
are significant differences in the focus of the method. While deep learning is an unsupervised method, 
i.e., the data does not need to be labelled, machine learning classification methods are supervised 
learning, i.e., there must be a test set and labels. 

Deep learning presents significant advantages over traditional statistical analysis methods, ena-
bling the analysis of complex data that may be challenging to analyse using conventional statistical 
approaches (Park & Hong, 2022). One of the key strengths of deep learning is its capability to handle 
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vast amounts of unlabelled and un-categorized data, making it particularly valuable in big data analyt-
ics scenarios (Najafabadi et al., 2015). 

While statistical models like regression offer interpretability advantages over deep learning, the 
latter’s ability to learn from data without the need for extensive hand-crafted feature engineering sets 
it apart (Staartjes et al., 2018). Moreover, deep learning models have been successful in tasks like 
medical image segmentation, object detection, and pollution forecasting, showcasing their versatility 
and effectiveness across diverse domains (Chen, 2023; Nath et al., 2021; Soria et al., 2020). 

Data classification is a fundamental aspect of managing data in an entrepreneur’s database. It in-
volves organizing and categorizing information to facilitate decision-making processes and improve busi-
ness operations. Through data classification, entrepreneurs can gain valuable insights into customer pref-
erences, market trends, and operational efficiencies (Bhukya & Ramachandram, 2010). This structured 
approach enables entrepreneurs to identify patterns, trends, and relationships within their database, 
leading to informed strategic decisions and targeted marketing efforts (Wood & Salzberg, 2014). 

Furthermore, data classification allows entrepreneurs to effectively segment their customer base, 
enabling personalized marketing campaigns and tailored product offerings (Stewart et al., 2019). By 
categorizing data into different classes based on common properties, entrepreneurs can better under-
stand customer behaviour and preferences, ultimately enhancing customer satisfaction and retention 
(Bhukya & Ramachandram, 2010). Moreover, data classification supports risk assessment and fraud 
detection, helping entrepreneurs identify potential threats and take proactive measures to mitigate 
risks (Rezende et al., 2022). 

In the context of relational databases, relational classification techniques offer advantages over 
propositional data mining approaches by directly classifying data involving multiple relations. This ap-
proach provides a more comprehensive understanding of interconnected data points, enhancing the 
entrepreneur’s ability to extract meaningful insights from complex relational data structures and con-
tributing to more accurate decision-making processes and business strategies (Vaghela et al., 2012). 

In conclusion, data classification is indispensable for entrepreneurs to organize information, iden-
tify patterns, segment customers, assess risks, and make informed decisions. By leveraging data clas-
sification techniques, entrepreneurs can fully utilize their databases, leading to improved operational 
efficiency, targeted marketing strategies, and enhanced business performance. 

Investigating the performance of machine learning techniques on entrepreneurship data, we 
formed a second hypothesis: 

H2: Machine learning algorithms have reliable (above 90%) accuracy in distinguishing stages of 
entrepreneurial activity. 

RESEARCH METHODOLOGY 

We based the analysis on the GEM Adult Population Survey (APS) 2021, 2022 and 2023. Each APS dataset 
is representative of the 18-64-year-old adult population (n=2000), but we considered only the subsample 
of entrepreneurs in the analyses. The APS data collection was coordinated, supervised, and checked by 
the Global GEM team ensuring the consistency of responses in each GEM country. Thus, the resulting 
data were repeatedly checked before publication, so all variables and measures reflect the common GEM 
methodology (for example (GEM (Global Entrepreneurship Monitor), 2023; Reynolds et al., 2005)). 

Hungarian GEM data are available only for 2021, 2022 and 2023 since the former national team 
terminated its membership in the international consortium in 2016. To have a larger sample of entre-
preneurs, we merged these three years of data into one dataset database, assuming that the attitudes 
and behaviours of entrepreneurs do not change significantly over one year and there were no such 
new policies or other external circumstances which could significantly alter them. Thus, the sample 
comprised 964 entrepreneurs’ answers (Table 1). 

As the APS questionnaire has two similar question blocks with seven questions, each concerning 
responsibility in the case of nascent entrepreneurs and owner-managers, we merged answers to 
each pair of questions (see Table 2 and Table 3). 
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We elaborated relevant SDGs based on theUnited Nations (2015), where people, planet and profit 
were considered as social, environmental and economic pillars of sustainable development, respectively. 

Table 1. Number of entrepreneurs in the sample 

Year Total early-stage entrepreneurial activity (TEA) Established business owner (EB) Total 

2021 174 162 336 

2022 186 138 324 

2023 168 136 304 

Total 528 436 964 

Source: own study, based on GEM definitions. 

Table 2. Variable descriptions 

Variable label Variable name SDG goal* Description 

Social implications SDG_soc 1-5 The entrepreneur considers social implications when mak-
ing decisions about the future of their business 

Environmental impli-
cations 

SDG_env 6, 12-15 The entrepreneur considers environmental implications 
when making decisions about the future of their business 

Steps to minimise en-
vironmental impact 

SDG_steps1 6, 12-15 The entrepreneur has taken any steps to minimise the en-
vironmental impact of their business over the past year 

Steps to maximise so-
cial impact 

SDG_steps2 1-5 The entrepreneur has taken any steps to maximise the so-
cial impact of their business over the past year 

Source: own study, based on GEM definitions. 

Table 3. Other attributes involved in the classification model 

Variable context label Variable name Measurement Description / GEM question 

Demographics 

gender nominal What is your gender? 

age Scale What is your current age in years? 

HUreduc ordinal From Primary school (1) to Phd (10) 

Attitudes 

creativ nominal, 3-point Likert Other people think you are highly innovative. 

vision Nominal, 5-point Likert Every decision you make is part of your long-
term career plan. 

consMOT2 Nominal, 5-point Likert To build great wealth or a very high income 

Business 

consMKSC Nominal Market scope 

consCPTECH2 scale Do you expect your business will use more 
digital technologies to sell your product or 
service in the next six months? 

Source: own study, based on GEM definitions. 

Based on our previous investigation of GEM data (PCA, statistical methods, correlation, data distri-
bution) we could involve the data from Table 2 and Table 3 in the classification models. We then ex-
amined in detail the statistical parameters of the data (Table 4), their distribution (Boxplot diagrams 
and Density diagrams), and the correlation between them, and also ruled out multicollinearity (Varia-
ble Inflation Factor) to ensure that the models performed well. 

To select suitable data for classification models in Python, researchers can employ various key 
strategies based on insights from research studies. Feature selection is a crucial step in data prepara-
tion for classification models, involving the removal of irrelevant or redundant features to enhance 
classification accuracy (Lee et al., 2015). Feature selection methods encompass filter, wrapper, and 
embedded techniques, which are fundamental in data mining and pattern recognition tasks (Chen et 

al., 2020). These methods aid in selecting the most pertinent features from the dataset, thereby boost-
ing the performance of classification models (Peng & Liu, 2018). 

Furthermore, the selection of characteristic variables is vital for developing effective classification 
models (Jin et al., 2021). By selecting the appropriate set of features, the model’s accuracy can improve 
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significantly. Moreover, utilizing ensemble methods for feature selection can further enhance classifica-
tion accuracy (Singh & Singh, 2021). Hybrid approaches that integrate different feature selection tech-
niques can be particularly effective in improving data quality for classification tasks (Chanu et al., 2022). 

Moreover, dimensionality reduction techniques like principal component analysis (PCA) can 
serve to clean noisy data and enhance the performance of artificial neural networks in classification 
tasks (Adolfo et al., 2021). Clustering techniques can also serve to improve classification accuracy 
by organising data into more manageable groups (Mathivanan et al., 2018). Furthermore, scholars 
have developed mutual information-based feature selection methods to identify relevant features 
for data classification (Bhuyan & Kamila, 2015). 

For the classification model, we split the data into data and test sets in 2/3 and 1/3 proportions. 
In research, it is essential that the sampling is replicable, so we started the random sampling from 
random=12345 seed. 

Several supervised classification methods (Figure 1) have been tested and are described in more detail 
(accuracy, confusion matrix, parameters in fitting methods, feature weights in prediction models) in the 
results section. Noteworthy, among the methods tested, those with the possibility to explore the built-in 
decision model are discussed in more explicit detail in the results section. As variables involved in the 
modelling require further analysis, we conduct (1) logistic regression, (2) support vector machine, (3) de-
cision tree classifier and (4) gradient boosting classifier methods. 

 

 

Figure 1. Research methodology with ML approach 

Source: own elaboration. 

RESULTS AND DISCUSSION 
The gender, age, and educational attainment variables and SDG indicators had already been investigated in 
the GEM database (Krankovits et al., 2023). The vast majority (74.9%) of entrepreneurs are not aware of 
SDGs, but among them, it is rather likely (72.4%) that the entrepreneur identified any of the goals which are 
a priority for their business and defined a set of clear objectives, actions, and key performance indicators. 



Table 4. Other attributes involved in the classification model 

Statistics gender age creativ vision HUreduc consMOT2 consMKSC consCPTECH2 SDG_soc SDG_env SDG_steps1 SDG_steps2 CONS_BUSO 

mean 1.3724 42.5975 3.0311 3.8869 5.6919 3.1027 3.0685 1.7189 3.7272 4.1525 1.3641 1.6276 1.4523 

std 0.4837 11.7023 1.8688 1.3344 2.3618 1.4742 1.1436 0.6902 1.3760 1.2324 0.4814 0.4837 0.4980 

min 1.0000 18.0000 -2.0000 -2.0000 1.0000 1.0000 1.0000 -2.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

0.25 1.0000 33.0000 2.0000 3.0000 4.0000 2.0000 2.0000 1.0000 3.0000 4.0000 1.0000 1.0000 1.0000 

0.50 1.0000 43.0000 3.0000 4.0000 5.0000 3.0000 4.0000 2.0000 4.0000 5.0000 1.0000 2.0000 1.0000 

0.75 2.0000 52.0000 5.0000 5.0000 8.0000 5.0000 4.0000 2.0000 5.0000 5.0000 2.0000 2.0000 2.0000 

max 2.0000 64.0000 5.0000 5.0000 10.0000 5.0000 4.0000 3.0000 5.0000 5.0000 2.0000 2.0000 2.0000 

median 1.0000 43.0000 3.0000 4.0000 5.0000 3.0000 4.0000 2.0000 4.0000 5.0000 1.0000 2.0000 1.0000 

iqr 1.0000 19.0000 3.0000 2.0000 4.0000 3.0000 2.0000 1.0000 2.0000 1.0000 1.0000 1.0000 1.0000 

skew 0.5287 -0.0201 -0.9321 -1.2061 0.2430 -0.0470 -0.6602 -1.6157 -0.8385 -1.4330 0.5657 -0.5287 0.1920 

kurtosis -1.7241 -1.0407 -0.0604 0.8711 -1.4032 -1.4054 -1.1765 5.8343 -0.5512 0.9247 -1.6835 -1.7241 -1.9672 
Source: own study. 

Table 5. Correlation matrix between attributes 

Variables gender age creativ vision HUreduc consMOT2 consMKSC consCPTECH2 SDG_soc SDG_env SDG_steps1 SDG_steps2 CONS_BUSO 

gender 1.0000 0.0159 -0.0220 -0.0457 0.0824 -0.0348 0.0158 0.0278 -0.0188 -0.0327 -0.0255 0.0075 -0.0533 

age 0.0159 1.0000 -0.0476 -0.1801 0.0313 -0.1690 -0.3933 0.0855 -0.0372 -0.0216 -0.0600 0.0584 0.4149 

creativ -0.0220 -0.0476 1.0000 0.1651 0.0321 0.0934 0.0131 -0.0480 0.0102 0.0214 -0.1176 -0.1101 -0.0230 

vision -0.0457 -0.1801 0.1651 1.0000 -0.1000 0.1046 0.0779 0.0060 0.1189 0.0762 -0.0635 -0.1200 -0.1074 

HUreduc 0.0824 0.0313 0.0321 -0.1000 1.0000 -0.0300 0.0097 -0.0857 -0.0131 -0.0630 -0.0483 -0.0315 0.0374 

consMOT2 -0.0348 -0.1690 0.0934 0.1046 -0.0300 1.0000 0.1239 -0.0788 0.1746 0.1194 -0.0308 -0.0949 -0.1185 

consMKSC 0.0158 -0.3933 0.0131 0.0779 0.0097 0.1239 1.0000 -0.0821 0.1392 0.0884 0.0924 -0.0440 -0.8968 

consCPTECH2 0.0278 0.0855 -0.0480 0.0060 -0.0857 -0.0788 -0.0821 1.0000 -0.1563 -0.0301 -0.0135 0.0967 0.0803 

SDG_soc -0.0188 -0.0372 0.0102 0.1189 -0.0131 0.1746 0.1392 -0.1563 1.0000 0.4600 -0.2261 -0.2574 -0.1395 

SDG_env -0.0327 -0.0216 0.0214 0.0762 -0.0630 0.1194 0.0884 -0.0301 0.4600 1.0000 -0.3282 -0.1990 -0.0702 

SDG_steps1 -0.0255 -0.0600 -0.1176 -0.0635 -0.0483 -0.0308 0.0924 -0.0135 -0.2261 -0.3282 1.0000 0.3198 -0.1115 

SDG_steps2 0.0075 0.0584 -0.1101 -0.1200 -0.0315 -0.0949 -0.0440 0.0967 -0.2574 -0.1990 0.3198 1.0000 0.0318 

CONS_BUSO -0.0533 0.4149 -0.0230 -0.1074 0.0374 -0.1185 -0.8968 0.0803 -0.1395 -0.0702 -0.1115 0.0318 1.0000 
Source: own study. 
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Distributions of TEA and EB were homogenous (Pearson correlation with p>=0.05) in the case 
of age and education. We may explain these results by the fact that entrepreneurs are generally 
older and have higher education than the total population, and in addition, they are mostly male 
(Csákné Filep et al., 2023). In our analysis, we fitted the variables to the machine learning model 
using statistical distributions (Table 4). 

After the descriptive statistics (Table 4) and correlation matrix (Table 5), we plot the distribution for 
each variable on density diagrams and boxplot diagrams (Figure 2) for the target variable (TEA or EB). 

Boxplot grouped by CONS_BUSO 

Figure 2. Boxplot diagrams for predictor variables 

Source: own elaboration. 

A density diagram provides a convenient way to explore the relationships between multiple 
variables in our dataset, making it easier to identify patterns, correlations, and potential outliers 
(Figure 3 and Figure 4). 

The variance inflation factor (VIF) is a well-established metric for quantifying multicollinearity, a 
potential issue in regression models and other statistical analyses. Multicollinearity can lead to the 
distortion of estimated parameters and a reduction in the predictive accuracy of models (Table 6). 

The elevated VIF value of consMKSC signifies its capacity to exhibit a robust linear relationship with 
other predictors, including the target variable itself (CONS_BUSO). Nevertheless, this observation does 
not negate its potential as a significant predictor. The presence of a substantial relationship between 
a target variable and a predictor is an anticipated feature of a robust model. 

These results are only a suggestion for determining which variables are likely to play an important 
predictive role in the following models. The main diagonal clearly shows the distributions that can be 
used for classification (i.e., age, gender, education), but the role of a variable may be important even 
if its distribution alone does not show encouraging signs. In the total sample, the average age of TEA 
entrepreneurs was 38.19 years and that of EB entrepreneurs was 47.98 years. Among TEA entrepre-
neurs, there were just under 4% more males (33.16%) than EB entrepreneurs (29.75%). 
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Figure 3. Density diagrams for predictor variables (1) 

Source: own elaboration. 

Table 6. Multicollinearity (VIF) of the parameters 

Variable VIF 

gender 1.0249 

age 1.2703 

creativ 1.0588 

vision 1.1002 

HUreduc 1.0485 

consMOT2 1.0787 

consMKSC 4.2506 

consCPTECH2 1.0562 

SDG_soc 1.3971 

SDG_env 1.3817 

SDG_steps1 1.2708 

SDG_steps2 1.1881 

CONS_BUSO 5.4039 
Source: own study. 
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Figure 4. Density diagrams for predictor variables (2) 

Source: own elaboration. 

Results of Classification Algorithms 

Below, we will briefly present the applicability of the applied algorithms in the enterprise data envi-
ronment, as well as the implementation of the algorithms on GEM data and the results obtained.  

As discussed in the method section, we tested a total of seven basic classification methods on 
the GEM data: 

− Nearest neighbour (KNN);

− Linear discriminant analysis (LDA);

− Gaussian naive bayes (GNB);

− Logistic regression (LG);

− Support vector machine (SVM);

− Decision tree classifier (DTC);

− Gradient boosting classifier (GBC).

These supervised learning methods fit well with our selection database, as we had a training set 
with predefined and controlled outputs for TEA and EB enterprises. 

K-nearest neighbour (KNN) classification is a widely used method in entrepreneurship databases 
due to its simplicity and effectiveness in predicting outcomes based on similar cases. Studies have ap-
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plied KNN in various contexts within entrepreneurship, such as road risk assessment for accident pre-
diction (Saranyadevi et al., 2019), predicting the penetration rate of tunnel boring machines (Xu et al., 
2019), and analysing startup trends (Savin et al., 2023). The parameter settings configure the KNN 
classifier to make predictions based on the 5 nearest neighbours, with closer neighbours having more 
influence, using a KD-tree data structure for efficient search, and using the Euclidean distance metric. 
With default settings, the classification accuracy of the KNN algorithm was 84.13%, which has been 
improved to 85.71% with the changed parameters. 

Linear discriminant analysis (LDA) is commonly used in business databases for classification 
tasks. It can be combined with feature selection methods like principal component analysis (PCA) 
and variable selection algorithms such as genetic algorithm (GA) to separate groups or samples 
within the database (Alves et al., 2023). 

The LDA statistical model employs Bayes’ theorem to achieve linear separation between classes. 
The efficacy of the model is optimised when utilising data that is free from contamination and exhibits 
a normal distribution, with equal covariance. While the model demonstrated a commendable perfor-
mance in the normal setting, with an accuracy of 94.61%, further investigation was deemed unneces-
sary due to previous statistical analyses that demonstrated the absence of novel insights derived from 
linear correlations between data in the context of GEM data. 

The Gauss-Naive Bayes (GNB) model is a probabilistic model also based on Bayes’ theorem, as-
suming a normal distribution of characteristics. The characteristics are assumed to be independent 
of each other, a simplistic assumption that renders the model well-suited to simpler problems where 
the characteristics are nearly independent. The GNB model also performs well (98.86%), with only a 
fine-tuning parameter that can be used for variance smoothing. The Gaussian Naive Bayes (GNB) 
model does not utilise explicit weights, in contrast to linear models (e.g., logistic regression), as GNB 
calculates probabilities based on the independence of the characteristics (naive assumption). Con-
sequently, the GNB model does not provide direct variable weights. We did not investigate the first 
three methods in greater depth due to the article’s length. 

Table 7 shows the hyperparameter tuning for the models. 

Table 7. Summarized accuracy and hyperparameters by classification models 

Classification model 
Default settings 

accuracy 
Hyperparameter 

Parameterized 

accuracy 

Logistic Regression (LG) 97.62% 
penalty=’l2’, C=10, solver=’liblinear’, 

max_iter=100, random_state=42 
98.13% 

Linear Discriminant Analysis 
(LDA) 

94.61% 

K-Neighbors Classifier (KNN) 84.13% 
n_neighbors=5, weights=’distance’, 

algorithm=’kd_tree’, leaf_size=30, p=2, 
metric=’minkowski’ 

85.71% 

Gaussian Naive Bayes (GNB) 98.86% 

Support Vector Classification 
(SVC) 

91.39% 
kernel=’linear’, C=10, gamma=’scale’, 

degree=3 
98.44% 

Decision Tree Classifier (DTC) 97.61% 

Gradient Boosting Classifier 
(GBC) 

98.76% 
n_estimators=100, learning_rate=0.1, 

max_depth=3, random_state=42 
98.44% 

Source: own study. 

In the following part, we focus on the LG, SVC, DTC and GBC models, with the results presented in detail. 
Logistic regression is a commonly used statistical method in entrepreneurship databases for 

classification purposes. It has been utilized in various studies to analyse factors influencing 
entrepreneurial activities (Urbano et al., 2013), predict business takeover intentions (Joensuu-Salo et 

al., 2021), and assess the likelihood of youth entrepreneurship (Damoah, 2020). Logistic regression has 
also been applied in healthcare settings to predict physical function upon discharge of older adults 
(Chu et al., 2023). Furthermore, it has been employed in research focusing on social entrepreneurship 
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Kachlami et al. (2017) and entrepreneurial attitudes Puga and García (2012). The method’s efficiency 
in handling binary classification tasks makes it a valuable tool for understanding and predicting 
entrepreneurial behaviours and outcomes. The flexibility and interpretability of logistic regression 
make it a popular choice for analysing complex relationships within entrepreneurship databases. 

With default settings, the classification accuracy of the logistic regression algorithm was 97.62%, 
which improved to 98.13% with the changed parameters. We used the logistic regression with 
parameter C=10 and a liblinear solver. Setting `C=10` instead of `C=1.0` (default settings) means 
reducing the regularization strength, which may lead to a more flexible model that fits the training 
data more closely. However, it also increases the risk of overfitting, especially if the model becomes 
too complex for the given dataset. 

The LG algorithm is one of the few methods thanks to which we can look behind the model and 
determine the weight of the variables involved in the model. 

Some key variables received more weight in the model, such as gender (0.6081), vision (0.3433), 
motivation (0.289), market scope (6.965), digital technology skills (0.3768), and SDG variables(Figure 
5). We may explain this latter finding with the fact that it is much easier to find low or no-cost measures 
(e.g., recycling, using more efficient devices, etc.) and even grants to implement investments reducing 
energy usage when a business fosters environmental friendliness, but it is not the case when 
attempting to maximise social impact (e.g., employing disadvantaged people or even women with 
small children). The vast majority (74.9%) of entrepreneurs are not aware of SDGs, but among them, 
it is rather likely (72.4%) that the entrepreneur identified any of the goals which are a priority for their 
business and defined a set of clear objectives, actions, and key performance indicators. The model 
constructed the weights from this correlated SDG construct to maximize explanatory power. 

Logistic Regression – feature weights 

Figure 5. Feature weights in the logistic regression model 

Source: own elaboration. 

Support vector machine (SVM) classifiers have found significant utility in various business 
applications, particularly in database management. SVM, known for its ability to effectively categorize 
and analyse data, has been employed in diverse fields such as healthcare, finance, and e-commerce 
(Jameel, 2023). For instance, scholars have utilised SVM in the classification of heart rate variability for 
medical diagnostics (Ashtiyani et al., 2018), air quality monitoring systems (Sattar et al., 2019), and 
even in predicting hyperlipidemia (Lakshmi et al., 2018). The robustness of SVM lies in its optimization-
based approach and its capability to incorporate various kernel methods, making it a versatile tool for 
businesses to extract valuable insights from their databases (Tuncer et al., 2020). One can achieve 
greater accuracy with the following parameters instead of the default settings.  
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The Gaussian kernel maps data into an infinite-dimensional space. The ‘gamma’ parameter affects 
the shape of the decision boundary. For ‘rbf,’ gamma determines how much influence a single training 
example has. Higher gamma values make the decision boundary more flexible and can lead to overfitting. 

With default settings, the classification accuracy of the SVC algorithm was 89.13%, which has 
been improved to 98.44% with the changed parameters. 

The SVM did not take gender and education variables into account in the model construction, but 
market scope and SDG variables were included in the decision, even if to a much lesser extent. 

Decision tree classifiers, such as J48, are commonly utilized in entrepreneurship databases for 
their simplicity, interpretability, and performance in supervised learning (Cañete-Sifuentes et al., 
2021; Obeidat et al., 2019).  

These classifiers are valuable for understanding patterns within entrepreneurial datasets and 
providing clear insights essential for decision-making (Cañete-Sifuentes et al., 2021). Decision tree 
classifiers have demonstrated success in various domains including healthcare for disease 
classification, financial risk assessment, and consumer behaviour prediction in e-commerce 
applications (Idris & Ismail, 2021; Sharma & Sharma, 2019). Their adaptability and effectiveness 
make them a valuable asset in entrepreneurship databases for tasks like customer analysis and 
predicting loan defaults (Akanmu & Gilal, 2019; Subramanian et al., 2021). 

The DTC performed well with the default settings (97.61%), but its real value comes from the fact 
that the decision tree model can be generalized, making the variables visible (Figure 6). 

Decision Tree Classifier 

Figure 6. Feature roles in the DTC model 

Source: own elaboration. 

Gini impurity measures how impure the information in a node is. It helps determine which 
questions to ask at each node to classify categories effectively. The goal is to minimize Gini Impurity 
during tree construction. 

The complexity of the decision tree is illustrated by the fact that even at the lower levels, the 
relationship with SGD variables, education and creativity are repeatedly mentioned. The left end of 
the decision tree is for more creative and younger entrepreneurs, the next branch on the left is for 
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less creative but more financially stable entrepreneurs. The top right branch is for older entrepre-
neurs with less SGD awareness but with career plans. 

Gradient Boosting Classifier, a member of the Classification and Regression Trees (CART) family, 
is recognized for its ability to handle complex datasets and enhance prediction accuracy by itera-
tively reducing errors (Georganos et al., 2018). Recent advancements in Gradient Boosting have led 
to the development of Extreme Gradient Boosting (XGBoost), Light Gradient Boosting Machine 
(LightGBM), and CatBoost, further improving the algorithm’s efficiency and scalability (Mienye & 
Sun, 2022). Businesses are increasingly utilizing Gradient Boosting for diverse tasks such as urban 
mapping, soil erosion prediction, and healthcare risk prediction models, highlighting its versatility 
and effectiveness across various domains (Jozdani et al., 2019; Patel et al., 2023; Wang et al., 2023). 
The adaptability of gradient boosting to ensemble learning approaches and its robustness in han-
dling imbalanced data make it a valuable asset for businesses seeking precise and reliable insights 
from their databases (Malek et al., 2023; Muhathir et al., 2023). 

Like DTC, gradient boosting also uses decision trees for classification, but here there are several 
trees nested under each other. Fortunately, the weights of the variables in the model can be deter-
mined and displayed here. 

Compared to LG, the weight of the other variables are orders of magnitude smaller (Figure 7), but 
the age variable is also prominent, as well as the SDG_soc-SDG step 2 pair. 

Gradient boosting – feature weights 

Figure 7. Feature weights in the gradient-boosting model 

Source: own elaboration. 

It is insufficient to employ merely the accuracy value for model comparison; specific values such as 
specificity (proportion of actual negatives correctly identified), sensitivity (proportion of actual posi-
tives correctly identified), precision (proportion of correct positive predictions), the F1-score (har-
monic mean of precision and recall, balancing their trade-off), error rate (proportion of incorrect pre-
dictions)and Cohen’s kappa (measures inter-annotator agreement, adjusting for chance agreement) 
must also be taken into consideration (Table 7). Table 9 presents the confusion matrix of the models. 

For both hypotheses, it was important to apply new machine learning methods to the GEM data-
base that would allow exploring deeper relationships in the data than with traditional statistical meth-
ods. The analysis used supervised learning on a small sample (964 items), which is why the inclusion of 
additional annual data, and the prior identification of more potential variables would be necessary for 
a better understanding. With a more thorough methodological analysis, the DTC or Gradient methods 
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can be further explored and if not the more accurate result (because it is above 98%), the goal may be 
to understand why these variables are the determinants. 

Table 8. Accuracy and metrics for the models 

Classification model Accuracy Sensitivity Specificity Precision 
F1-

score 

Error 

Rate 

Cohen’s 

Kappa 

Logistic Regression (LG) 0.9813 1.0000 1.0000 0.9677 0.9836 0.0186 0.9620 

Support Vector Classification (SVC) 0.9844 1.0000 1.0000 0.9729 0.9863 0.0155 0.9683 

Decision Tree Classifier (DTC) 0.9813 0.9944 0.9944 0.9728 0.9835 0.0186 0.9620 

Gradient Boosting Classifier (GBC) 0.9844 1.0000 1.0000 0.9729 0.9863 0.0155 0.9683 
Source: own study. 

Table 9. Confusion matrix 

Models Actual 
Predicted 

Recall Error rate 
C1 C2 

LG 

C1 180 0 1.00 0.00 

C2 6 136 0.96 0.04 

Precision 0.96 1 NaN NaN 

SVC 

C1 180 0 1.00 0.00 

C2 5 137 0.96 0.03 

Precision 0.97 1 NaN NaN 

DTC 

C1 179 1 0.99 0.01 

C2 5 137 0.96 0.03 

Precision 0.97 0.99 NaN NaN 

GBC 

C1 180 0 1.00 0.00 

C2 5 137 0.96 0.03 

Precision 0.97 1 NaN NaN 
Source: own study. 

We subjected hypothesis H1 to empirical testing using supervised machine learning (ML) classifi-
cation algorithms. During the model construction process, the algorithms demonstrated an excep-
tional capacity for identifying variables that can effectively determine the status of enterprises (TEA or 
EB), exhibiting a remarkable level of accuracy of 98%. As hypothesis H1 was accepted, we can state 
that the characteristics of early-stage and established enterprises are different. Although variables in 
the final models may differ in each method, the models provide impressive explanatory power, which 
means that we may explain the distinction between the two entrepreneurial phases with different 
variable sets. This finding suggests that entrepreneurs are evolving over time and thus, incentives and 
policies should also reflect these differences. However, as the weights identified are vehicles of purely 
mathematic modelling, explaining their exact meaning needs further research. 

We could partially confirm hypothesis H2, as we can determine the entrepreneurial phase with 
above 90% accuracy with only six out of the seven methods tested. However, the KNN method also 
provides fairly good accuracy as its parameterized accuracy also lies at 85.71%. Conventional methods 
failed to determine the characteristics of entrepreneurs, so this finding has implications primarily for 
researchers. First, the results of machine learning techniques are encouraging even in the case of ra-
ther small datasets (n=964) in classifying entrepreneurs based on their attributes. Second, one can 
replicate modelling using the data of another country or even countries.  

CONCLUSIONS 

In Central and Eastern European countries, such as Hungary, the establishment of businesses faced 
substantial constraints during the decades of socialism. Consequently, this region experiences a nota-
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ble lack of entrepreneurial experience as well as academic and policy-related knowledge about busi-
nesses. This underscores the importance of research aimed at enhancing our understanding of the 
region’s businesses and providing a foundation for comprehending their life cycles and behaviours. 

We tested seven methods and identified those that performed well on the Global Entrepreneurship 
Monitor (GEM) data. Specifically, four methods – logistic regression (LG), support vector machine (SVM), 
decision tree classifier (DTC), and gradient boosting classifier (GBC) – were highlighted, with the variables 
used in the models explicitly defined. These methods present opportunities for further refinement and 
testing on larger samples. The practical significance of our work lies in the confirmation of a deeper rela-
tionship in the data beyond statistical correlations, offering concrete insights into these patterns. 

The machine learning aspect of the research demonstrates the capability to classify businesses as 
early-stage entrepreneurs (TEA) or established businesses (EB) based on the examined data. Im-
portantly, we employed supervised learning methods, achieving an accuracy exceeding 98% in distin-
guishing between TEA and EB entrepreneurs using the training data in the GEM database. The research 
is replicable, as the process for separating the test and training datasets has been clearly outlined. 

Our findings show that the characteristics of early-stage and established businesses differ, and 
through the application of machine learning methods, it is possible to determine the category to 
which a business belongs. 

This study also identifies several promising directions for future research. Firstly, the application of 
machine learning techniques to uncover deeper patterns across countries holds considerable potential 
for gaining a nuanced understanding of entrepreneurship in Central and Eastern Europe. Such tech-
niques could reveal latent trends and interconnections that shape the region’s entrepreneurial land-
scape. Furthermore, analysing additional datasets could strengthen the robustness of the current find-
ings, offering a more comprehensive perspective on entrepreneurial behaviour. Extending the analysis 
to other countries would provide comparative insights, broadening our understanding of how contex-
tual factors influence entrepreneurship across diverse regions. These future research directions could 
significantly advance knowledge in the field and support evidence-based policymaking and practice. 

A key limitation of this research is that it relies on data collected through a pre-designed question-
naire, the content of which could not be modified by the researchers. This limitation restricts the ability 
to incorporate additional criteria for distinguishing businesses, as highlighted in the existing literature. 

The findings of this research have practical implications for enterprise development professionals, 
as they demonstrate that one can effectively achieve business classification and categorization using 
machine learning methodologies. In Hungary’s entrepreneurial ecosystem, which predominantly con-
sists of micro, small, and medium-sized enterprises, segmentation is critical for providing targeted sup-
port. Segmentation enables policymakers to identify and prioritize specific groups for support and, 
based on the unique characteristics of these groups, to implement tailored legislative changes and 
support programs designed to meet their specific needs. 
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